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ABSTRACT
Learning smart contract representations can greatly facilitate the
development of smart contracts in many tasks such as bug detec-
tion and clone detection. Existing approaches for learning program
representations are difficult to apply to smart contracts which have
insufficient data and significant homogenization. To overcome these
challenges, in this paper, we propose SRCL, a novel, self-supervised
approach for learning smart contract representations. Unlike ex-
isting supervised methods, which are tied on task-specific data la-
bels, SRCL leverages large-scale unlabeled data by self-supervised
learning of both local and global information of smart contracts. It
automatically extracts structural sequences from abstract syntax
trees (ASTs). Then, two discriminators are designed to guide the
Transformer encoder to learn local and global semantic features
of smart contracts. We evaluate SRCL on a dataset of 75,006 smart
contracts collected fromEtherscan. Experimental results show that
SRCL considerably outperforms the state-of-the-art code represen-
tation models on three downstream tasks.
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1 INTRODUCTION
Smart contracts, the universal and vital programs that are deployed
on blockchains, have gained increasing attention with the rapid de-
velopment of blockchains. For example, more than 10million smart
contracts have been deployed on the Ethereum Mainnet [18]. A
smart contract is an event-driven, state-based program that is writ-
ten in high level languages such as Solidity1. Smart contracts have
been widely used in many business domains to enable efficient and
trustful transactions [38, 42, 46].
∗Beijun Shen is the corresponding author.
1https://solidity.readthedocs.io/en/v0.6.0/
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Unlike general programs, the development of smart contracts re-
quires special effort due to their unique characteristics. First, smart
contracts aremore bug intolerant comparedwith general programs.
“Code is law”, a smart contract can not be modified once it has been
released.This is because transactions of a smart contract always in-
volve cryptocurrencies which are worthy of millions of dollars (e.g.
TheDAO). A bug in a smart contract may lead to a substantial loss.
Therefore, ensuring the correctness of contracts before releasing
is critical. This requires us to reuse experience of developed con-
tracts in the past when developing new contracts. Program min-
ing for smart contracts such as summarization [55], checking [14],
and code search [45] can greatly facilitate the development and
maintenance of smart contracts.

Learning smart contract representations, namely, converting a
smart contract into a continuous, high-dimensional vector, acts as
the core process in program mining [3]. Like common program-
ming languages, smart contracts are composed of lexical tokens
and parsing trees. Such discrete and structural data can hardly be
understood by machine learning models [20]. For example, there
can be special relationships between smart contracts. However,
capturing semantic similarities between contracts is nontrivial by
text matching due to the numerous variants in terms of variables
and structures. Hence, it is strongly demanded to convert smart
contracts into dense, continuous vectors that reflect their seman-
tics.

Although learning program representations has been well stud-
ied, learning smart contract representations faces many challenges.
Compared to general programming languages, there is often a scarce
availability of large and labeled datasets for training deep code
representation models. It is costly and laborious to build a large
scale and high-quality dataset with human labeling. For example,
an image segmentation dataset containing 10k+ high-quality sam-
ples could cost up to a million-dollar [43].

Second, and more critically, smart contracts are highly homoge-
neous and redundant. In order to gain trusts from users, authors of
smart contracts often publicly open source their contracts. As a re-
sult, developers tend to clone existing contracts rather than taking
the risk of coding from scratch. According to the statistics by Chen
et al. [8], about 26% contract code blocks are cloned at an average
of 14.6 times. Only 20.8% of the studied contracts are completely
original [27]. Such data redundancy can cause machine learning
models to be poorly fitted especially on scarce training samples.
This causes further issues such as clone related bugs and plagia-
rism.

To address the aforementioned challenges, we propose SRCL, a
novel approach for learning smart contract representations. SRCL
is based on self-supervised learning.That is, it trains a neural repre-
sentation model by leveraging tremendous amounts of unlabeled
smart contracts. SRCL starts by converting the abstract syntax tree
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(AST) of each smart contract into a pair of type and value sequences
using pre-order traversal.The type sequence involves structural in-
formation while the value sequence retains semantic information.
Then, three operations are performed upon the pairs of sequences
in order to increase the scale and diversity of training samples.

Based on the augmented code variants, SRCL trains a Trans-
former encoder which encodes smart contract code into vectors
through three components: a local discriminator which assists the
encoder to capture lexical and syntactical features, a global discrim-
inator which enables the encoder to learn global semantics of code,
and a decoder which aims to reconstruct the value sequence of the
input code.

To evaluate the effectiveness of SRCL in learning smart con-
tract representations, we collect 75,006 smart contracts from Ether-
scan2.

We extensively evaluate SRCL on three downstream tasks, namely,
bug detection, clone detection, and code clustering, and compare
the performance against three recently proposed approaches, in-
cluding SmartEmbed [14], code2vec [2], and code2seq [1]. Experi-
mental results show that SRCL outperforms baseline models signif-
icantly. It improves F1-scores of the three tasks by 6.96%, 4%, and
8.81%, respectively.

The main contributions of this paper can be summarized as fol-
lows:

• We propose a novel approach for learning smart contract
representations, which leverages three self-supervised learn-
ing tasks for capturing both global and local semantic infor-
mation of source code.

• We propose three operations for generating code variants,
namely, type replacement, value replacement, and pair inser-
tion to increase the scale and diversity of training samples.

• We build a dataset for clone detection and code clustering
tasks of smart contracts.

The dataset and source code of SRCL are publicly available at: https://
github.com/SCRepslearner/SmartLearner.

2 BACKGROUND
2.1 Smart Contract
Smart contracts are general-purpose computer programs that run
on Ethereum. Smart contracts have been widely applied to many
fields such as currency trading platforms, crowdfunding campaigns,
and role-playing games. A smart contract is a series of instruc-
tions or operations which will be triggered when certain condi-
tions are satisfied. Smart contracts achieve a great success because
they eliminate the need of trusted third parties in multiparty inter-
actions so that parties can engage in secure peer-to-peer transac-
tions without having to place trust in external parties.

Figure 1 shows a basic structure of smart contract. Generally, a
smart contract is consists of four elements: a unique address identi-
fies the contract, a set of executable functions, state variables, and
values [4]. It takes as input transactions with function parameters,
executes the corresponding code and triggers the output events.
Upon the execution of a function, the state variables in the con-
tract change according to the logic implemented in the function.

2http://etherscan.io/

Figure 1: The basic structure of smart contracts [47].

In Ethereum, smart contracts are primarily written in Solidity,
which is a high-level contract-oriented programming language. Source
code in Solidity can be compiled to bytecode run on the Ethereum
Virtual Machine (EVM). The syntax of Solidity resembles that of
general object-oriented languages such as Java and C++. A source
file of Solidity may contain three key structures, namely, libraries,
interfaces, and subcontracts. A library is a piece of code that pro-
vides a set of common functionalities that are mindful of corner-
cases or that optimize processing time. Library is stateless and
doesn’t contain state variables. Analogous to the interface in Java,
an interface in Solidity is an abstract contract which does not have
any implemented functions. A subcontract is a contract that imple-
ments a certain concepts. It contains state variables and functions
for accessing and modifying the state variables. In solidity, a sub-
contract often inherits and realizes an interface.

2.2 Data Augmentation
Data augmentation (DA) aims to increase both the amount and
diversity of a dataset without explicitly collecting more data[11].
DA has become a practical technique in computer vision and natu-
ral language processing (NLP) tasks that have low resources and a
paucity of annotated data [11, 36]. DA is often regarded as a regu-
larizer to reduce the risk of overfittingwhen training deep learning
models. Due to its effectiveness, DA has been increasingly lever-
aged as a key technique of self-supervised learning.

DA techniques can be roughly classified into three categories,
namely, rule-based approaches, model-driven approaches, and ex-
ample interpolation approaches [11].

The rule-based approaches directly apply slight modifications
that follow some heuristic rules on the copies of the original sam-
ples. For example, the EDA model [52] improves text classification
by token-level perturbation, including synonym replacement, ran-
dom insertion, random swap, and random detection. Sahin et al. [39]
augmented the training sets of low-source languages by cropping
and rotating the dependency tree of sentences.

Model-based approaches augment samples by using awell-trained
neural network. The typical model-based DA technique is back-
translation [44] which translates original sentences into interme-
diate languages and then back translates them to paraphrases. Cai
et al. [7] proposed an end-to-end learnable datamanipulationmodel
for augmenting effective training samples and reducing theweights
of inefficient samples. This model has been shown to be effective
in boosting dialogue systems.

The idea of example interpolation comes fromMixup [56]. Given
two pairs of real samples and their one-hot labels: (𝑥𝑖 , 𝑦𝑖 ) and (𝑥 𝑗 , 𝑦 𝑗 ),
Mixup constructs a newvirtual sample (𝑥,𝑦) by incorporating them
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together with a parameter 𝜆:

𝑥 = 𝜆𝑥𝑖 + (1 − 𝜆)𝑥 𝑗
𝑦 = 𝜆𝑦𝑖 + (1 − 𝜆)𝑦 𝑗

(1)

Inspired by Mixup, Guo et al. [16] proposed wordMixup and
sentMixup for sentence classification that interpolate samples in
the word and sentence embedding spaces, respectively.

2.3 Self-Supervised Learning
As the most common technique for training neural networks, su-
pervised learning has its own bottleneck since it relies heavily on
manual labeled data. As an alternative, self-supervised learning
(SSL) shows its potential in leveraging the tremendous amounts
of unlabeled data. SSL has drawn much attention for its broad ap-
plicability on various machine learning tasks such as image recog-
nition [17, 26], pre-trained language models [9, 29, 54], and graph
representation learning [10, 50]. The goal of SSL is to predict par-
tial attributes of an object from remaining parts. Given an object
𝑥 , SSL usually trains an encoder which encodes 𝑥 into an explicit
vector 𝑧 by predicting an automatically generated label for a pre-
defined self-supervised task. In such a way, the explicit vector 𝑧
can be leveraged by downstream tasks, since it contains universal
features from 𝑥 that benefit to different tasks.

It is critical to choose proper self-supervised tasks in SSL, since
they enable the encoder to learn semantics of objects. In natural
language processing, there are a variety of self-supervised tasks.
As a typical SSL-based technique, Word2vec [35] learn word em-
beddings by predicting a word from its contexts within a certain
size of window. BERT [9] utilizes the masked language model as a
self-supervised task by predicting the masked words in a sentence.
WKLM [53] adopts the replaced entity detection task and trains a
knowledge-enhanced pre-trained languagemodel for entity-related
question answering. XLNet [54] introduces a permutation language
model, which combines the strengths of both auto-regressive lan-
guage model and auto-encoder language model. XLNet learns bidi-
rectional contexts by maximizing the expected likelihood over all
permutations of the factorization order. InfoWord [28] is proposed
to learn language representations by maximizing the mutual in-
formation between a representation of a sentence and an n-gram
within it.

3 APPROACH
3.1 Overview
Figure 2 illustrates the overall framework of SRCL. The pipeline
involves three phases, namely, constructing structural sequences,
generating code variants, and representation learning. Initially, we
extract structural sequences from smart contract ASTs to facilitate
deep representation learning of structures. Then, we augment the
processed contracts by generating code variants using three opera-
tions, namely, type replacement (TR), value replacement (VR), and
pair insertion (PI). Subsequently, we design a self-supervised rep-
resentation model which takes as input the augmented structural
sequences and outputs the code vectors. Finally, We leverage the
generated code vectors to assist three crucial downstream tasks for
smart contracts.

Figure 2: The framework of SRCL.

3.2 Constructing Structural Sequences
The main challenge of learning code representations is how to in-
corporate structural information in source code [19, 20, 57]. Struc-
tures are significant features for modeling source code [19] as they
specify how different statements interact with each other to accom-
plishing certain functionality. Simply treating source code as plain
texts will lose the additional semantics to the program functional-
ity besides the lexical terms, resulting in inferior performance [20].

In order to learn both semantic and syntactic information in
smart contracts, our approach starts from extracting structures from
smart contracts.We convert each smart contract into two sequences,
namely, AST type sequence and AST value sequence by travers-
ing its modified AST. Such sequential representations of structural
data can be easily processed by modern sequence learning models
such as the Transformer [25].

Figure 3 shows the detailed process. Given a smart contract, we
initially build its AST. Each node in the AST contains two elements,
namely, node type and node value. The node value is the concrete
token occurring in the source code while the node type is its ab-
stract type. For example, the root node in Figure 3 has a node type
“ContractDefinition” with its contract name “shapeCalculator” as
the corresponding node value.

For non-terminal (NT) nodes that have no information of node
value, default values will be padded according to their types. For
example, if an NT node has a type “FunctionCall” and has no cor-
responding value, we will assign it a default value “FunctionCall-
Value”.

Next, we generate two structural sequences (i.e., the type se-
quence and the value sequence) through a pre-order traversal on
the AST. These sequences can be used as structural information of
smart contract source code for further representation learning.

3.3 Generating Code Variants
Another challenge of learning code representations lies in the ho-
mogeneity of smart contract source code. In order to capture the
deep semantic features in smart contracts, we need large amounts
of variants for training a deep representation model.
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1 pragma solidity ^0.4.0;

2

3 contract shapeCalculator {

4 function rectangle(uint w, uint h)

returns(uint s, uint p){

5        s = w * h;

6        p = 2 * (w + h);

7   }

8 } Source Code
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Structural Sequence

…

Figure 3: An illustration of constructing structural se-
quences for smart contracts.

Inspired by previous works on data augmentation [51, 52], we
propose three code variants generation operations. More specifi-
cally, given all structural sequences, we maintain a key-value map
𝑀 for all the type tokens and the value tokens, where the key is
a type token and the values are its corresponding value tokens
from the ASTs. Given a sample 𝑆 =< 𝑇,𝑉 > in our training set,
where 𝑇 = (𝑡1, 𝑡2, ..., 𝑡𝑛) represents the type sequence, and 𝑉 =
(𝑣1, 𝑣2, ..., 𝑣𝑛) represents the value sequence, we perform the fol-
lowing three operations, each repeated 𝐾 times:

1) Type Replacement (TR): we randomly choose a token from
the type sequence and replace it with another random type
token from𝑀 .

2) Value Replacement (VR):we randomly choose a token 𝑣𝑖 from
the value sequence and replace it with another value token
𝑣 𝑗 (𝑖 ≠ 𝑗) from𝑀 , where 𝑣𝑖 and 𝑣 𝑗 associated with the same
type token.

3) Pair Insertion (PI): we find a random pair < 𝑡𝑖 , 𝑣 𝑗 > from 𝑀
and insert it into a random position of the sample.

We hypothesize that long sequences can absorbmore noisewhile
maintaining their original semantic information.Therefore, the num-
ber of value tokens changed,𝐾 , is calculated by the formula𝐾 = 𝛼𝑙 ,
where 𝑙 is the length of the sequence, and 𝛼 indicates the percent

of the tokens or pairs in a sequence are changed. Compared with
the original sample, TR and PI change the syntax and structural in-
formation, while VR maintains the original syntax and structures
and changes the semantics of original sample.

All the generated variants, together with the original training
samples, are taken as input to the representation learning model.

3.4 Representation Learning
We design a neural network model for learning representations of
smart contracts from the structural and sequential input as well
as the sufficient variants of code. Figure 4 shows its architecture
overview. The model mainly consists of four components, namely,
encoder, local discriminator, global discriminator, and decoder.

The learning process involves three steps. First, the encoder takes
as input the structural sequences of a smart contract and generates
the local representation using the Transformer [49] encoder. The
encoded local representation is aggregated into a global represen-
tation using a convolutional neural network (CNN) [13]. Second,
local and global discriminators are applied to the local and global
representation respectively and discriminate whether each token
or the whole semantic has been changed (i.e., token replaced pre-
diction task and real-fake sample prediction task), so as to learn the
local and global features of a smart contract. Third, the decoder
takes as input the global representation and learns to reconstruct
the original value sequence (i.e., value sequence recovery task).
Transformer Encoder. Let 𝑆 =< 𝑇,𝑉 > denotes a smart contract
in the form of structural sequences, where 𝑇 = 𝑡1, ..., 𝑡𝑛 stands for
the type sequence and𝑉 = 𝑣1, ..., 𝑣𝑛 stands for the value sequence.
The Transformer encoder takes 𝑆 as input, and embeds each of the
token in 𝑇 and 𝑉 into a 𝑑-dimensional vector.

𝒆(𝑇 ) = [𝒆(𝑡1), ..., 𝒆(𝑡𝑛)]
𝒆(𝑉 ) = [𝒆(𝑣1), ..., 𝒆(𝑣𝑛)]

(2)

The type and value embeddings are summed up into one sequence:

𝒙 = [𝒙1, ..., 𝒙𝑛], (3)

where 𝒙𝑖 = 𝒆(𝑡𝑖 ) + 𝒆(𝑣𝑖 ).
Then the Transformer encoder generates the local representa-

tions from 𝒙 :

𝑹local = [𝑯1, ...,𝑯𝑛] = Enc(𝑥1, ..., 𝑥𝑛), (4)

where each 𝑯𝑖 ∈ 𝑅𝑑 stands for the hidden state of the encoder for
the 𝑖𝑡ℎ input token.

Subsequently, a CNN is applied to summarize the local represen-
tations into global representation, as shown in Figure 5. Each filter
in the CNN generates a feature map from the local representation:

𝒄 𝒊 = ReLU(𝑾 · 𝑯𝑖:𝑖+𝑘−1),
𝒇 = maxpooling( [𝒄1, 𝒄2, ..., 𝒄𝑛]),

(5)

where ReLU is an activation function, 𝑾 is a trainable parameter
matrix, 𝑐𝑖 stands for a feature over a window of 𝑘 vectors from
𝑹local, and 𝒇 stands for the most important feature in the feature
map.

Finally, all feature maps are concatenated and passed into a lin-
ear layer, yielding the global representation.

𝑹global =𝑾 · [𝒇1; ...;𝒇𝒏] (6)
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Figure 4: The architecture of our representation learning model.

Figure 5: The generation of global representation.

Global Discriminator.Given the global representation of a smart
contract, a global discriminator is designed to perform the real-fake
sample prediction task, which predicts whether the contract is syn-
tactically changed. We formulate this as a classification problem
where either a positive sample (the original sample or sample cre-
ated by VR) or a negative sample (sample created by TR and PI )
of contract is provided to the discriminator. The global represen-
tation 𝑹global is passed to an MLP classifier and the probability
distribution over labels is returned.

𝑦𝑔 = softmax(ReLU(LayerNorm((𝑹global ·𝑾1) ...𝑾𝑛)), (7)

where 𝑾𝑖 ∈ Rdxd represents the weight matrix for the 𝑖𝑡ℎ fully-
connected layer, LayerNorm stands for layer normalization, and
ReLU is the activation function.

The global discriminator is trained to minimize the following
cross-entropy loss of real-fake sample prediction task:

L𝑔 = −(log𝑦𝑔 (𝑦𝑔) + (1 − 𝑦𝑔) · log(1 − 𝑦𝑔)), (8)

where 𝑦𝑔 and 𝑦𝑔 are the true label and probability.
Local Discriminator. Apart from the global discriminator which
judges the changing state of the whole contract, we also design
a local discriminator to accomplish the token replaced prediction

task, which predicts for each token whether it is changed or not
and what is the type of the change (i.e., TR, VR or PI ).

The local discriminator is also implemented with an MLP clas-
sifier. It takes as input the local representation at each position of
the contract and classifies the type of change for the position:

𝑦𝑙 = softmax(𝑹local
′ ·𝑾𝑜 ), (9)

where𝑦𝑙 stands for the probability distribution over labels, and𝑾𝑜

stands for the trainable parameter matrix.
Similarly, the local discriminator aims tominimize the following

cross-entropy loss of token replaced prediction task:

L𝑙 = − 1

𝑁

𝑁∑
𝑖=1

𝐶𝑙∑
𝑗=1

𝑦𝑙𝑖, 𝑗 log(𝑦
𝑙
𝑖, 𝑗 ), (10)

where 𝑦𝑙𝑖, 𝑗 and 𝑦
𝑙
𝑖 𝑗 denote the true label and the probability of the

𝑖𝑡ℎ token belonging to the 𝑗𝑡ℎ category, respectively;𝐶𝑙 represents
the number of categories; and 𝑁 represents the length of the input
sequence.

Decoder. The decoder aims to complete the value sequence recov-
ery task, which reconstructs the value sequence from the global
representation. Similar to the global discriminator, we first pass
the global representation to a fully-connected neural network, and
obtain the output 𝑹′

𝑔𝑙𝑜𝑏𝑎𝑙
∈ R𝑛×𝑚 . Subsequently, we apply a trans-

pose operation on 𝑹hidden: 𝑹
′
global

∈ R𝑛×𝑚 → 𝑹
′
global

∈ R𝑚×𝑛

and put it into a fully-connected neural network to obtain the prob-
ability distribution over labels:

𝑹
′
global = ReLU(LayerNorm((𝑹′

global ·𝑾1 + 𝑏1) ...𝑾𝑛),

𝑦𝑑 = softmax(𝑹𝑔𝑙𝑜𝑏𝑎𝑙 ′ ·𝑾𝑜 ).
(11)
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The decoder is trained to minimize the following loss function
of value sequence recovery task:

L𝑑 = − 1

𝑁

𝑁∑
𝑖=1

𝐶𝑑∑
𝑗=1

𝑦𝑑𝑖,𝑗 log(𝑦
𝑑
𝑖,𝑗 ), (12)

where 𝑦𝑑𝑖,𝑗 and 𝑦
𝑑
𝑖,𝑗 denote the true label and the probability of the

𝑖𝑡ℎ token in the 𝑗𝑡ℎ category, respectively; and 𝐶𝑑 represents the
number of categories.
Model Training.We train our model by minimizing the total loss,
which is defined as the weighted sum of the losses of three self-
supervised learning tasks [31]:

L =
1

2𝜎2𝑔
L𝑔+

1

2𝜎2
𝑙

L𝑙+
1

2𝜎2
𝑑

L𝑑+log(1+𝜎2𝑔 )+log(1+𝜎2𝑙 )+log(1+𝜎
2
𝑑 ),

(13)
where L𝑔 , L𝑙 , and L𝑑 represent the loss functions for the three
tasks, respectively;𝜎𝑔 ,𝜎𝑙 , and𝜎𝑑 are theirweighting factors, which
are automatically learned in the training process.

3.5 Downstream Tasks
We test our SRCL on three downstream tasks, namely, bug detec-
tion, code clone detection, and code clustering. They are all well
known tasks for evaluating code representations and are also crit-
ical tasks for smart contracts.
BugDetection. Programmers tend to copy and paste existing smart
contract code rather writing it from scratch, which may introduce
clone-related bugs into programs. Therefore, this task aims to de-
tect whether a given code snippet is “similar” to any known bug
[14]. Figure 6 shows the process of bug detection. First, we con-
struct a bug embedding matrix of known buggy smart contract
files using representation models. Then, given a smart contract file
to be detected, we obtain its code vector and calculate its similar-
ity with each vector in the bug embedding matrix. Since each file
contains several subcontracts, we measure the similarity between
two files using the “group similarity” between their subcontracts,
namely,

𝑠𝑖𝑚(𝐴, 𝐵) =
∑𝑀
𝑖=1𝑚𝑎𝑥 ({𝑠𝑖𝑚(𝐴𝑖 , 𝐵 𝑗 ) | 1 ≤ 𝑗 ≤ 𝑁 })

𝑀
, (14)

where 𝑀 and 𝑁 are the numbers of subcontracts in file A and file
B, and 𝐴𝑖 and 𝐵 𝑗 stand for two individual subcontracts in the two
files, respectively; 𝑠𝑖𝑚 denotes the cosine similarity function. If the
similarity between the given contract and a known buggy contract
exceeds a predefined threshold, then the contract is reported as a
potential bug.
Code Clone Detection.The code clone detection task aims to de-
tect whether two smart contracts are semantically identical, i.e.,
implement the same functionality [57]. Given a pair of smart con-
tracts, we predict them as a cloned pair if the similarity between
their code vectors is greater than a predefined threshold.
CodeClustering.Thecode clustering task aims to cluster all smart
contracts (without class labels) according to the pairwise similar-
ities between their code vectors. We cluster all contracts into K
clusters using the k-Means [23] algorithm. Next, we measure the

Buggy Smart
Contract Files

Test Contract File

Embedding Matirx

cosine
similarity

Code
Representation

Methods

max

Figure 6: The process of bug detection.

Table 1: Statistics of the dataset for learning code represen-
tations.

original

# contracts 55,006
# distinct subcontracts 290,390
# statements 14,673,335
avg lines per distinct subcontract 59.47

augmented # samples 1,161,560
avg sequence length 185.73

correctness of the output clusters by calculating the ARI score [41]
based on the real class labels of these smart contracts.

4 EXPERIMENTAL SETUP
We conduct several experiments with the aims of investigating the
following research questions (RQs):

• RQ1: How effectively does our SRCL perform under three
downstream tasks, comparedwith the state-of-the-art meth-
ods?

• RQ2: How do internal components or techniques contribute
to the effectiveness of SRCL?

4.1 Datasets
Dataset for learning code representations. We collect verified
smart contracts from the Ethereum’s block explorer and analytic
platform - Etherscan3 using web scrapers built by ourselves. Ta-
ble 1 shows the statistics of the training dataset. We have gathered
75,006 verified smart contracts written in Solidity language. 55,006
of them are used for training while the remaining 20,000 are used
as the datasets for the code clone detection and code clustering
tasks.

Since a smart contract usually consists of a number of subcon-
tracts, we extract subcontracts from each Solidity file. There are
totally 290,390 distinct subcontracts in the dataset. Each subcon-
tract involves an average of 59.47 lines of code. After generating
code variants, the training data is augmented to 1,161,560 samples,
and each sample contains an average of 185.73 type tokens.
Datasets for clone detection and code clustering.We then con-
struct datasets for clone detection and code clustering from the
remaining 20k smart contracts. We extract subcontracts from each

3https://etherscan.io/
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Table 2: Statistics of datasets for code clone detection and
code clustering tasks.

Clone detection
# clone pairs 3457

# avg code lines per subcontract 116

Code clustering
# clusters 119

# avg subcontracts per cluster 258.94
# avg code lines per subcontract 60.32

Table 3: Statistics of known buggy smart contracts for bug
detection task.

category A B
# contracts 227 319

type A2 A6 A10 A16 B1 B4 B5 B7
# contracts 53 32 67 75 56 30 183 50

Solidity file and classify them into different categories by their con-
tract names. Small categories (i.e., ≤ 100 subcontracts) are used for
clone detection while large categories (i.e., > 100 subcontracts) for
code clustering. To construct the clone detection dataset, we ran-
domly select a pair of contracts from each of small categories as
a true clone pair, and randomly sample an equal number of false
clone pairs from different categories. Both datasets are then man-
ually checked to reduce noise. Table 2 shows the statistics of the
final datasets for code clone detection and code clustering. Overall,
we collect 3,457 true clone pairs for the clone detection task and
119 large categories are selected for code clustering.
Dataset for bug detection. For evaluating the bug detection task,
we use smart contracts from the Awesome Buggy ERC20 Tokens4.
The dataset is a collection of vulnerabilities in ERC20 smart con-
tracts collected from public resources, which have been manually
checked by 9 contributors. These bugs are divided into 29 types,
and further grouped into three categories: A) bugs in implemen-
tation, B) incompatibilities caused by different compiler versions
and external calls, and C) excessive authorities. Since the quanti-
ties of some types of buggy contracts are small, we filter out types
that contain no more than 30 contracts from the dataset. We also
sample the same amount of validated smart contracts from Open-
Zeppelin5, a library for secure smart contract development. They
are regarded as “bug-free” smart contracts and can help identify
the rate of false positive and false negative samples. Each bug that
is discovered among them is automatically considered as a false
positive. Table 3 describes the statistics of known buggy smart con-
tracts for bug detection task. In total, 227 smart contracts of cate-
gory A and 319 smart contracts of category B are used in our eval-
uation. For each type of the buggy smart contract files, we divide
them equally into two subsets: half of the buggy files are used to
construct a bug embedding matrix, while the other half are taken
as the test set.

4.2 Baselines
We compare our approach with three state-of-the-art methods on
code representations learning: SmartEmbed [14], code2vec [2] and

4https://github.com/sec-bit/awesome-buggy-erc20-tokens
5https://github.com/OpenZeppelin/

code2seq [1]. Smartembed is themost advanced smart contract rep-
resentation method. Code2vec and code2seq are state-of-the-art
methods for general programming languages. We do not compare
our method with information retrieval based approaches (e.g. TF-
IDF and N-Gram) because our baseline models have demonstrated
great improvement over information retrieval based methods.

1) SmartEmbed: the latest approach that is specifically designed
for learning smart contract representations. SmartEmbed parses
smart contract code blocks into word streams and converts them
into numerical vectors by word embedding techniques. Then, it
identifies smart contracts that are correlated to known bugs by
their vector similarities.

2) code2vec: an approach to learn representations of general
programming languages. code2vec trains a path encoder on bag-
of-paths that are extracted from ASTs. The path encoder encodes
the selected paths into a single, fixed-length code vector. Then, the
generated code vector is taken as input to a classifier which predicts
the method name. In this way, the model learns useful code vectors
that capture semantic similarities, combinations, and analogies.

3) code2seq: another general approach for learning code repre-
sentations. Similar to code2vec, code2seq represents a code snippet
as a set of compositional paths in its AST. Next, it uses the atten-
tion mechanism to select the relevant paths. The selected paths are
encoded into a vector and further decoded to a natural language
summary of the code snippet.

Since code2vec and code2seq are originally implemented for
Java, we adapt it to Solidity in our work. More specifically, we
change their inputs to the same format as our smart contracts.
We follow their data processing steps to prepare the inputs. The
number of sampled paths from the AST of each individual con-
tract is 100 for both code2vec and code2seq, which is a good sweet
point between capturing enough contract information while keep-
ing training feasible in the GPU’s memory. The dimensions for
word embedding in code2vec, code2seq and SmartEmbed are set
to 128, 128 and 150 respectively, following their original setups.

It is worth noting thatwe do not compare our approachwith pre-
trained models such as CodeBERT[12], because they need large
scale parallel corpora of programming and natural languages for
pre-training, which is inapplicable in the field of smart contracts.

4.3 Implementation Details
We implement our approach based on PyTorch 1.4 and Python 3.6.
To convert smart contracts into ASTs, we use a Solidity parser6 for
Python which is built on top of a robust ANTLR4 grammar.

The vocabulary sizes for the type and value tokens are 94 and
20,529, respectively. The embedding dimensions for type tokens
and value tokens are set as 256. The encoder of SRCL contains six
Transformer layers with eight attention heads.The CNN layer con-
sists of four convolution kernels with different sizes (i.e., 3, 5, 7, 9).
The hyperparameters for measuring the importance of the three
learning tasks are 𝜎𝑔 = 𝜎𝑙 = 𝜎𝑑 = 0.5. All models are optimized us-
ing the Adam algorithmwith a learning rate of 0.001 and a dropout
ratio of 0.5.The similarity threshold for bug detection and clone de-
tection is empirically set to 0.95. SRCL is trained for 5 epochs with

6https://github.com/ConsenSys/python-solidity-parser
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Table 4: Performance of various approaches in the bug de-
tection task.

Approach Precision Recall F1-score
code2vec [2] 0.4144 0.3970 0.3998
SmartEmbed [14] 0.5372 0.4934 0.5017
code2seq [1] 0.5180 0.5573 0.5323
SRCL 0.6266 0.6196 0.6019

a batch size of 64. All models are run on a server with a GeForce
GTX 1080 Ti GPU, 64 GB memory, and Ubuntu 18.04.

4.4 Metrics
Wemeasure the performance of the bug detection and clone detec-
tion tasks using the well-known precision, recall, and F1-score. For
the code clustering task, we use the Adjusted Rand Index (ARI)[41],
which measures the degree of agreement between two data parti-
tions. Let 𝑈 be the ground truth class assignment, and 𝑉 be the
number of clusters yielded by a clustering algorithm, the ARI in
our evaluation is defined as follows:

𝐴𝑅𝐼 =
𝑅𝐼 − 𝐸 (𝑅𝐼 )

max(𝑅𝐼 ) − 𝐸 (𝑅𝐼 )

𝑅𝐼 =
𝑎 + 𝑏

𝑎 + 𝑏 + 𝑐 + 𝑑

(15)

where 𝑎 is the number of element pairs that are in the same clusters
in 𝑈 and the same clusters in 𝑉 , 𝑏 is the number of of pairs of
elements that are in the same clusters in𝑈 but different clusters in
𝑉 , 𝑐 denotes the number of pairs of elements that are in different
clusters in𝑈 but same clusters in𝑉 , 𝑑 denotes the number of pairs
of elements that are in different clusters in𝑈 and different clusters
in 𝑉 . The range of ARI is -1 between 1, and a higher ARI would
indicate a better clustering result.

5 RESULTS
5.1 Effectiveness in Bug Detection
Table 4 shows the performance of SRCL and baselines in the bug
detection task. We can observe that SRCL achieves the best per-
formance compared to baseline models. For example, the F1-score
obtained by SRCL is 0.6019, which is significantly greater than that
of code2vec (0.3998), SmartEmbed (0.5017), and code2seq (0.5323).

code2seq outperforms code2vec, probably because code2vec only
represents AST paths, while code2seq represents both internal and
terminal nodes in ASTs. SmartEmbed embeds terminal nodes us-
ing FastText [5]. However, the embeddings are not further inte-
grated into vectors of code fragments, which restricts the ability
of SmartEmbed in representing bug relevant tokens. Compared to
these approaches, SRCL incorporates both type and value informa-
tion in ASTs and explicitly integrates them through a Transformer
encoder for capturing both lexical and syntactical knowledge of
smart contracts.

Furthermore, code2vec and code2seq train their encoders using
the contract name generation task. However, unlike general pro-
gramming languages, the name (e.g. Token, ERC20 and Standard-
Token) of a smart contract usually does not present its semantics.

Table 5: Performance of various approaches in the code
clone detection task.

Approach Precision Recall F1-score
SmartEmbed [14] 0.6698 0.4241 0.4617
code2vec [2] 0.7395 0.5269 0.5105
code2seq [1] 0.7990 0.5562 0.5789
SRCL 0.7955 0.5908 0.6185

Table 6: Performance of various approaches in the code clus-
tering task.

Approach ARI
SmartEmbed [14] 0.6260
code2vec [2] 0.5365
code2seq [1] 0.6631
SRCL 0.7512

By contrast, the self-supervised tasks in SRCL take into account
both local and global semantics of smart contracts and enable a
better learning of smart contract representations.

5.2 Effectiveness in Clone Detection
Table 5 shows the performance of various approaches in the code
clone detection task. Overall, SRCL obtains the best results com-
pared to baseline models. For example, the recall and F1-score ob-
tained by SRCL are 0.5908 and 0.6185, which are significant greater
than those of SmartEmbed (0.4241 and 0.4617), code2vec (0.5269
and 0.5105) and code2seq (0.5562 and 0.5789).

One reason for this could be that code2vec and code2seq rep-
resent two AST paths that have minor difference as distinct vec-
tors. This may result in incorrect classifications in syntactic clones
which are merely different in identifiers and comments.

SmartEmbed achieves the worst performance. We conjecture
that it does not explicitly represent global semantics, thus restrict-
ing the detection of semantic clones. Comparatively, SRCL mea-
sures the semantic similarities between smart contracts by learn-
ing to represent both local syntax and global semantics.

5.3 Effectiveness in Code Clustering
Table 6 presents the results of various approach in the code clus-
tering task. As can be seen, SRCL achieves the best performance in
terms of ARI (0.7512), followed by code2seq (0.6631) and SmartEm-
bed (0.6260).This indicates that SRCL can successfully cluster smart
contracts with efficacy.

To further analyze their performance, we visualize the code vec-
tors produced by program representation learning methods. More
specifically, we randomly select vectors produced by the fourmeth-
ods for 10 classes of contracts on the cluster dataset. Then, we map
each vector into a two-dimensional space using T-SNE [48].

Figure 7 plots the visualization of these two-dimensional vec-
tors. We can observe that vectors generated by SRCL has clear
boundaries than those generated by other methods.This facilitates
the K-Means algorithm to cluster contracts. We further observe
that vectors of some classes (e.g. red) are close to each other, nearly
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Figure 7: Visualization of the code vectors produced by dif-
ferent program representation learning methods.

Table 7: Results of ablation studies.

Model F1-score △
SRCL (original model) 0.6681 -
w/o global discriminator 0.5883 -0.0798
w/o local discriminator 0.6427 -0.0254
w/o decoder 0.6243 -0.0483
w/o type replacement 0.6487 -0.0194
w/o value replacement 0.6415 -0.0266
w/o pair Insertion 0.6575 -0.0106

clustered as a point. This confirms our initial finding that code
reuse is a common phenomenon in smart contracts.

5.4 Ablation Study
To get a better insight into SRCL, we perform an in-depth ablation
study on the code clone dataset. The similarity threshold is empir-
ically set to 0.90. The main goal is to validate the effectiveness of
the critical components or techniques in our architecture includ-
ing the global discriminator, the local discriminator, the decoder,
and the code variant generation module.

Table 7 shows the results of all variants of our model. As seen,
all the studied components contribute to the effectiveness of SRCL
in learning smart contract representations. In particular, the global
discriminator contributes the most in terms of F1-score. This is be-
cause the global discriminator is directly correlated to the global
representation of smart contracts. Similarly, the reconstruction ob-
jective of the decoder is also effective as it forces the encoder to
learn key features of smart contracts. The local discriminator also
helps SRCL in learning local syntactic representations.

The three operations for creating code variants are also effec-
tive in learning code representations. The value replacement oper-
ation does not significantly change the syntax and structure of the
original code, while the type replacement and pair insertion oper-
ations considerably modify the original code, reducing the risk of

Figure 8: Impacts of different code variant generation tech-
niques in the clone detection task.

overfitting. To further understand the importance of generating
code variants, we conduct an experiment on various fractions of
the training data. Figure 8 shows the results. We can see that the
generation of code variants is more effective on smaller training
sets. This is because small datasets are more likely to overfit train-
ing data than larger datasets. As the scale of dataset increases, the
improvement becomes less significant.

5.5 Summary
Across all the experiments, SRCL significantly outperforms exist-
ing methods in learning smart contract representations. For exam-
ple, SRCL outperforms code2seq by 6.96% and 4% in terms of F1-
score in the bug detection and clone detection tasks, respectively.
SRCL also outperforms code2seq by 8.81% in terms of ARI in the
code clustering task.

All three components contribute to the effectiveness of SRCL.
Among them, the global discriminator has the most significant ef-
fect. Generating code variants also enhances the performance of
SRCL, especially when the scale of training data is small.

Overall, the experimental results suggest that SRCL has remark-
able effectiveness in learning smart contract representations.

6 THREATS TO VALIDITY
We have identified two main threats to the validity.
Data quality threat.The test sets we have used for code clone de-
tection and code clustering are built by matching contract names.
Althoughwe havemanually checked the similarities between clone
pairs, there can still be noise. We leave further refinement of the
test set for future work.
Genericity threat. As our work focuses on learning smart con-
tract representations, we only test SRCL on the Solidity language.
Although Solidity is one of the most popular languages for smart
contracts, other programming languages could have different re-
sults. In the future, we will conduct more extensive evaluation of
our approach on other smart contract languages (e.g. Serpent and
LLL) and other programming languages (e.g. Go and VHDL).

7 RELATEDWORK
7.1 Learning Program Representations
Learning program representations has been a fundamental prob-
lem in software engineering [1, 2, 6, 57]. Existing approaches for
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source code representation fall into two categories, namely, in-
formation retrieval (IR) based approaches and deep learning (DL)
based approaches.

The IR based approaches treat source code as plain texts and
employs various information retrieval techniques for specific soft-
ware engineering tasks. For example, Deckard [22] learns syntax-
structured information from source code for clone detection. Sourcer-
erCC [40] is a token based detector which improves code clone de-
tection for very large code bases by using an optimized inverted
index technique. Lukins et al. [32] showed that the performance of
LDA-based fault localization model is not affected by the size of
subject software system. Kim et al. [24] employed naive Bayes to
match bug reports with source files for bug localization.

Since DL techniques have achieved a great success in NLP, DL
based code representation approaches have attracted much atten-
tion. Nix et al. [37] applied a multi-layer CNN classifier to detect
malicious software programs in mobile apps. Gu et al. [15] pro-
posedDeepCSwhich jointly represents natural language and source
code (API invocation sequence, token sequence, andmethod name)
using recurrent neural networks and multi-layer perceptions. Li
et al. [30] proposed CQIL to learn code-query interactions, which
uses a CNN to compute semantic correlations between queries and
code snippets. Zhou et al. [58] presented a context-aware code-to-
code recommendation tool named Lancer, with the support of a
Library-Sensitive Language Model (LSLM) and the BERT model.
ASTNN [57] decomposes a large AST of a code snippet into small
statement trees, recursively encodes multi-way statement trees to
obtain their vectors, and learns the code representation by follow-
ing the naturalness of statements. In these DL based approaches,
the use of deep neural networks significantly improves the under-
standing of code semantics, thereby showing better effectiveness.
However, they are supervised and rely on the availability of labeled
data for training. Since Solidity is a domain-specific language and
suffers from the shortage of labeled training data, these models are
not applicable to smart contracts. Besides, they are usually trained
for the specific tasks, lacking generality to support multiple tasks
with one single model.

Most recently, pre-trained programming language models have
achieved a great success. CodeBERT [12] pre-trains a Transformer-
based neural architecture for programming languages and natural
languages to learn general-purpose representations. ContraCode [21]
pre-trains a neural network to identify functionally similar vari-
ants of a program among many non-equivalent distractors. Infer-
Code [6] pre-trains a tree-based CNN encoder for source code rep-
resentation by predicting subtrees from the context of ASTs. All
these pre-trained models have shown significant effectiveness in
learning code vectors frommajor programming languages (i.e., Java,
C). However, it is difficult for them to achieve the equally effect
in smart contracts, since smart contracts are highly homogeneous
and redundant. Such data redundancy cause models to be poorly
fitted especially on insufficient training samples.

Different from these works, our SRCL takes into consideration
the unique characteristics of smart contracts, and captures both
local (e.g., structural, lexical) and global (e.g., semantics) features
from unlabeled smart contracts. SRCL designs three data augmen-
tation operations for increasing the diversity of smart contracts in

training set, thus having the ability of learning representations in
the case of small training samples.

7.2 Deep Learning in Smart Contracts
In recent years, there is an emerging trend in applying deep learn-
ing to smart contracts [34, 55]. For example, Yang et al. [55] pro-
posed a multi-modal transformer-based approach for smart con-
tract summarization, which learns source code representation from
two heterogeneous modalities of the AST, i.e., structure-based tra-
versal sequences and graphs. Mi et al. [34] utilized feature vectors
generated from byte code of smart contracts as the input of a met-
ric learning-based deep neural network to detect vulnerabilities in
smart contracts. Lutz et al. [33] leveraged a multi-output neural
network architecture to learn specific vulnerability types from the
input smart contracts. Zhou et al. [59] proposed an approach to
generating practical inputs for testing smart contracts by using a
representation vector learning model. Shi et al. [45] presented an
MM-SCS model for semantic search of smart contract code, which
captures the data flow and control flow information of the code
from a contract element dependency graph.

The aforementioned works learn code representations in fully
supervised settings with deep neural networks. They are designed
for specific tasks. By contrast, SRCL learns representations of smart
contracts on unlabeled data by leveraging self-supervised techniques.
The learned representations can be generalized for various soft-
ware engineering tasks.

8 CONCLUSION
We have proposed SRCL, a self-supervised representation learn-
ing approach for smart contracts. SRCL learns local and global
information from the pairs of type and value sequences of smart
contracts’ ASTs by a Transformer and CNN encoder, then lever-
ages three well-designed learning tasks to optimize the encoder
for generating high-quality representation. Experimental results
show that SRCL outperforms the state-of-the-art methods by a sig-
nificant margin.

In future, wewill adopt the proposed SRCL on larger-scale datasets
in different programming languages and for a variety of software
engineering tasks such as code-to-code search and contract name
generation.
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